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~ Abstract— Recently, the research on mobile ad hoc networks  In this paper, we propose and evaluate a practical archi-
is departing from the view of stand-alone networks, to focun tecture to build multi-hop hybrid ad hoc networks used to
hybrid self-organized network environments interconnecéd to extend the coverage of traditional wired LANSs, providing

the Internet. This type of networks is built on a mix of fixed and - . . .
mobile nodes using both wired and multi-hop wireless techro- mobility support for mobile/portables devices in the loasta

gies, and may be easily integrated into classical wired/waless €nvironment. More precisely, we envisage a hybrid network
networking infrastructures. In this paper we design a lightweight environment in which wired and multi-hop wireless techrolo
and efficient architecture to build such a multi-hop hybrid ad hoc gies transparently coexist and interoperate. In this netwo
network, which will be used as a flexible and low-cost extensi separated group of nodes without a direct access to the

of traditional wired LANs. Our proposed architecture provi des t kina infrastruct f d hoc “islands” establishi
transparent global Internet connectivity and self-configuation to networking Inirastructure forrad hoc "islands’, establishing

mobile nodes, without requiring configuration changes in te pre-  Multi-hop wireless links. Special nodes, hereafter intidaas
existing wired LAN. Differently from most of the implemented gatewayshaving both wired and wireless interfaces, are used
solutions, which are based on complex IP-based mechanismsito build a wired backbone interconnecting separated ad hoc
such as Mobile IP, IP-in-IP encapsulation and IP tunneling,our components. To ensure routing between these ad hoc parts,

proposed system operates below the IP level, and employs gnl . . .
layer-2 mechanisms. We have prototyped the core functionies & proactive ad hoc routing protocol is implemented on both

of our architecture, and we present several experimental reults gateways’ interfaces. In addition, the gateways use thiegdv
to verify the network performance constraints, and how different  interfaces also to communicate with static hosts belonging

OLSR parameter settings impact on them. to a wired LAN. The network resulting from the integration
of the hybrid ad hoc network with the wired LAN is an
|. INTRODUCTION extended_AN, in which static and mobile hosts transparently

communicate using traditional wired technologies or ad hoc
A mobile ad hoc network (MANET) is a collection of mobilenetworking technologies.
nodes connected together over a wireless medium, whichn this work we specifically address several architectural
self-organize into an autonomous multi-hop wireless netwo issues that arise to offer IP basic services, such as roatidg
Traditionally, MANETs have been considered stand-alone Internet connectivity, in the extended LAN. First, we prepo
networks, i.e., self-organized groups of nodes that opdrat a dynamic protocol for the self-configuration of the ad hoc
isolation in an area where deploying a networking infrastrunodes, which relies on DHCP servers located in the wired
ture is not feasible due to practical or cost constraintg. (e.part of the network, and it does not require that the ad hoc
disaster recovery, battlefield environments). Howevés,iow node to be configured has a direct access to the DHCP server.
recognized that the commercial penetration of the ad hbt addition, we design innovative solutions, which exploit
networking technologies requires the support of an easysacconly layer-2 mechanisms as the ARP protocol, to logically
to the Internet and its services. In addition, the recenaades extend the wired LAN to the ad hoc nodes in a way that
in mobile and ubiquitous computing, and inexpensive, fbeta is transparent for the wired nodes. More precisely, in our
devices are further extending the application fields of ad harchitecture the extended LAN appears to the external world
networking. As a consequence, nowadays, multi-hop ad hice., the Internet network, as a single IP subnet. In this,way
networks do not appear as isolate self-configured networkise hosts located in the Internet can communicate with ad hoc
but rather emerge as a flexible and low-cost extension ofdwiraodes inside the extended LAN as they do with traditional
infrastructure networks, coexisting with them. Indeed,eavn wired networks. Previous solutions to connect ad hoc nédsvor
class of networks is emerging from this view, in which a mixo the Internet have proposed to use access gateways that
of fixed and mobile nodes interconnected via heterogeneammplement Network Address Translator (NAT) [2] or a Mobile
(wireless and wired) links forms a multi-hop hybrid ad hotP Foreign Agent (MIP-FA) [3]. However, such approaches
network integrated into classical wired/wireless infrasture- are based on complex IP-based mechanisms originally defined
based networks [1]. for the wired Internet, like IP-in-IP encapsulation and IP



tunneling, which may introduce significant overheads arthndoff between gateways without TCP-connection breaks.
limitations, as discussed in depth in the following sedticn In general, between pairs of gateways in radio visibility of
the other hand, the architecture we propose in this paper igach other, two direct links can be established, both wired
lightweight and efficient solution that avoids these ovadge and wireless. However, in our model we assume that the
operating below the IP level. By positioning our architeetu gateways always use the wired link to communicate. The
at the layer 2 (data link layer), we may avoid undesired amdotivations behind this requirement will be clearly disses
complex interactions with the IP protocol and provide globan Section V. However, this is a quite reasonable assumption
Internet connectivity and node self-configuration in a versince wired links have higher bandwidth than wireless links
straightforward way. and the routing protocol should assign them a lower link.cost

In the past, other architectures have been proposed to
provide ad hoc support below IP. For example, in [4] la-
bel switching was employed to put routing logic inside the
wireless network card. More recently, the LUNAR [5] ad
hoc routing framework and the Mesh Connectivity Layer S v i
(MCL) [6] have been proposed. These solutions locate the ad
hoc support between the lay2r(data link layer) and laye | Q%@ @} @
(network layer). This “layeR.5” is based orvirtual interfaces
that allow abstracting the ad hoc protocols from both the
specific hardware components and network protocols. How-
ever, this interconnection layer requires its own namingd an
addressing functionalities distinct from the layer-2 addes N ‘
of the underlying physical devices. This may significantly e T %
increase the packet header overheads. On the contrary, our E
proposed architecture is totally located inside layer &uoing
implementation complexity and ensuring minimal additiona Fig. 1. Reference Network Model.
overheads.

We have prototyped the main components of our architec-The wired LAN is interconnected to the external Internet
ture in a general and realistic test-bed, in which we have céinrough a default routeR. In addition, one or more DHCP
ried out various performance measurements. The experaineservers are located in the wired LAN to allocate network
results show the performance constraints with mobility aratidresses to hosts. In the following sections, we will erpla
Internet access, and indicate that an appropriate tuningeof how these DHCP servers could be used to assign IP configu-
routing protocol parameter may significantly improve thé& neration parameters also to the ad hoc nodes. For the purpose of
work performance. The rest of this paper is organized as faimplicity, we assume that all the IP addresses are alldcate
lows. Section Il introduces our network model. In Sectidn Il from the same IP address bloBHRs/L. According to standard
we discuss available solutions for Internet connectivityg a notation,IPs indicates the network prefix, and L is the network
node self-configuration in MANETSs. Section IV outlines thenask length, expressed in bits (e.l?s/L = X.Y.96.0/22).
relevant protocols used in our architecture. In Section ¥, wAssuming that the extended LAN adopts a unique network
describes the layer-2 architecture we propose to buildilybaddress implies that the extended LAN appears to the externa
ad hoc networks interconnected to the Internet. Section Wibrld, i.e., the Internet network, as a single IP subnet.
shows experimental results on the performance constrafnts Standard IP routing is used to connect the extended LAN
our solution. Finally, Section VII draws concluding remarkto the Internet. However, a specific ad hoc routing protosol i
and discusses future work. needed to allow multi-hop communications among the ad hoc
nodes. In this work we decided to use a proactive routing pro-
tocol as the ad hoc routing algorithm (such as the Optimized
Figure 1 illustrates the reference network model we assumiak State Routing (OLSR) protocol [7] or the Topology
in our architecture. We consider a full-IP network in whiclDissemination Based on Reverse-Path Forwarding (TBRF)
all the traffic is transported in IP packets. In this networkputing protocol [8]). The motivation behind this desigroate
mobile/portable nodes far away from the fixed networking that proactive routing protocols usually support gatesya
infrastructure establish multi-hop wireless links to coomia  allowing these nodes to use special routing messages to set
cate (e.g., using IEEB02.11 technology). As shown in the up default routes in the ad hoc network. Indeed, defaulta®ut
figure, gateways, i.e., nodes with two interfaces - both advir@are an efficient mechanism to forward traffic that does not
and wireless - are used to connect the ad hoc componemise an IP destination locally known to the ad hoc network.
to a wired LAN (e.g., an Ethernet-based LAN). In our arin addition, proactive routing protocols, adopting claasi
chitecture, it is allowed the multi-homing, i.e., the pmese link state approaches, build the complete network-topplog
of multiple gateways within the same ad hoc componernowledge in each ad hoc node. This topology information
Consequently, specific mechanisms are required to sugporttould significantly simplify the operations needed to aogui
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Wired LAN

Gateway

II. NETWORK MODEL



Internet connectivity. In this work, the reference ad hadimy  working in the MANET, or the ad hoc nodes are configused
algorithm is OLSR, but our architecture is general and it jgriori. Indeed, a node in an IP-based network requires a unique
equally applicable to other proactive routing protocols. IP-based address, a common netmask and, eventually, dtdefau
gateway. In traditional networks, hosts rely on centraize
servers like DHCP [13] for configuration, but this cannot
The implemented solutions to provide Internet connegtivit be easily extended to MANETSs because of their distributed
MANETs are mainly based on two different mechanisms. and dynamic nature. However, various protocols have been
One approach is to set up a Mobile IP Foreign Agent (MIroposed recently in literature for the purpose of address
FA) in the gateway and to run Mobile IP [3] in the MANET. Inself-configuration in MANETSs. In general, with protocols
this way, the ad hoc node may register the foreign agent cavsing stateless approaches nodes arbitrarily select oeir
of-address with its Home Agent (HA). Whenever an ad haaddress, and a Duplicate Address Detection (DAD) procedure
node MN wants to contact an external host X, it uses its horieeexecuted to verify its uniqueness and resolve conflicts. O
address (i.e., a static IP address belonging to its homeomi€w the other hand, protocols based of stateful approachesiexec
as source address. As a consequence, the return traffidéslrodistributed algorithms to establish a consensus amondhall t
to the home network through standard IP routing. The HAodes in the network on the new IP address, before assigning
intercepts the traffic, encapsulating it using the careddress, it. The protocols proposed in [14] and [15] are examples ef th
and it tunnels the encapsulated packets to the FA. The F#ter and former approach, respectively, while [16] prése
removes the outer IP header and delivers the original packgeneral overview of the several solutions currently abdéla
to the visiting host MN. Different versions of this approacienerally, all these protocols assume reliable floodingdteo
have been proposed and implemented for proactive [9] atwdsynchronize nodes’ operations and resolve inconsiggnc
reactive [10] ad hoc networks. A drawback of these solutioms the MANET, but this is difficult to be guaranteed in ad
is that they require significant changes in the Mobile IRoc networks. Another main limitation of these solutions is
implementation since the FA and the mobile node cannibtat they are designed to work stand-aloneMANET, while
be considered on the same link. Moreover, the mobile node protocols have been devised to take fully advantage of
has to be pre-configured with a globally routable IP addrefi®e access to external networks. In addition, the problems
as its home address, limiting both the ability of formin@f selecting a unique node address, routing the packets and
totally self-configuring and truly spontaneous networksg a accessing the Internet are still separately addressede ahi
the applicability of these schemes. unified strategy may be beneficial, reducing complexities an
An alternative solution to interconnect MANETS to theoverheads.
Internet is to implement a Network Address Translation
(NAT) [2] on the gateway. In this way, the gateway may
translate the source IP address of outgoing packets from t@s section gives a short description of the protocols,civhi
ad hoc nodes with an address of the NAT gateway, whichur architecture is based on.
is routable on the external network. The return traffic is
managed similarly, with the destination IP address (ilee, tA- OLSR
NAT-gateway address) replaced with the IP address of the Blde OLSR protocol [7], being a link-state proactive routing
hoc node. NAT-based solutions have been designed for bettotocol, periodically floods the network with route infor-
proactive [11] and reactive [12] ad hoc networks. NAT-basedation, so that each node can locally build a routing table
mechanisms appear as easier solutions than MIP-FA-basedtaining the complete information of routes to all the
schemes to provide Internet access to MANETs. Howevernades in the ad hoc network running on their interfaces the
problem that arises with NAT-based solutions is multi-hogni OLSR protocol. The OLSR routing algorithm employs an
i.e., the support of multiple gateways in the same MANEEfficient dissemination of the network topology informatio
Indeed, to avoid session breakages it is necessary to ehsitireby selecting special nodes, the multipoint relays (MPRs), t
all the packets from the same session are routed over a speddiward broadcast messages during the flooding process. The
gateway. A proposed solution to this issue is to explicitlimk state reports, which are generated periodically by MPR
tunnel all the outgoing traffic from the same communicatioare called Topology ControllC) messages. MPRs grant that
session destined to the external network to one of the &kailaTC messages will reach all 2-hop neighbors of a node. In
gateways, instead of using default routes. A limitationto$t order to allow the injection of external routing informatio
strategy is the additional overhead introduced by the HRin into the ad hoc network, the OLSR protocol defines the Host
encapsulation. Moreover, the ad hoc nodes should be prbvidend Network AssociationHNA) message. ThelNA message
with the additional capability of explicitly discoverindhé binds a set of network prefixes to the IP address of the node
available gateways. This would eventually require extmsi attached to the external networks, i.e., the gateway nade. |
to the ad hoc routing protocols. this way, each ad hoc node is informed about the network
Both the two classes of solutions discusses above implicithlddress and netmask of the network that is reachable through
assume that either there is a dynamic host configuratieach gateway. In other words, the OLSR protocol exploits the
protocol designed to configure the nodes such as to propearigchanism oflefault routego advertise Internet connectivity.
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For instance, a gateway that advertises @te0.0/0 default CAd Hoc Wired LAN
route, will receive all the packets destined to IP addresses omponent
without a known route on the local ad hoc network.

Neighbor Req

Neighbor Reply

B. ARP Protocol Conf Req

IP-based applications address a destination host using its
address. On the other hand, on a physical network individual DHCP_Request ™M
hosts are known only by their physical address, i.e., MAC
address. The ARP protocol [17] is then used to translate,
inside a physical network, an IP address into the related DHCP_ACK.
MAC address. More precisely, the ARP protocol broadcasts DHCP_ACK |4
the ARP.Requestmessage to all hosts attached to the same
physical network. This packet contains the IP address the _ _ DHCP
sender is interested in communicating with. The target,host Node /i Node | Gateway  geryer
recognizing that the IP address in the packet matches its own
returns its MAC address to the requester using an unicaslt:ig )
ARPReplymessage. To avoid continuous requests, the hosts ™
keep a cache of ARP responses.

In addition to these basic functionalities, the ARP protoco
has been enhanced with more advanced features. For instance

) . i X . Joining the ad hoc part of the extended LAN, it broadcasts
in [18] it has been proposed tRoxy-ARPmechanism, which a special message, thideighborReqmessage. At least one

allows constructing local subnets. Basically, the ProxyPAR™ * . ) . : C
X ; neighbor that is already configured, i.e., it has joined tte a
technique allows one host to answer the ARP requests indende : . .
. N . oc network, will respond with &eighborReply message.
for another host. This mechanism is particularly useful mvh ) ; . L
) . odei selects one of the responderss intermediary in the
a router connects two different physical networks, distA

and NetB belonging to the same IP subnet. By enabling irrocess of address resolution. Then, nodends a&ConfReq

Proxy ARP on the router’s interface attached\®tB any host m:zggg tt(()) i:;(?rr?]hr?zggthna?ji?\?v?lf éizgle;ev(\grghi tg(k:azrrllﬁctlﬁle
A in NetAsending an ARP request for a host BNietB will 9

receive as response the router's MAC address. In this Wiocess of acquiring the needed IP configuration parameters
t

Conf Ack
DHCP Request

DHCP_ACK .- »

P

Message exchanges during the ad hoc node self-coatfigu

when host A sends IP packets for host B, they arrive to t P/é node; acts as groxyfor the noda). In fact, on receiving

r
e v . . - .
router, which will forward such packets to host B. eConfRegmessage from nodenodej activates its internal

DCHP Relay agent, which issues an unicB$tCP_Request

V. PROPOSEDARCHITECTURE to one of the available DHCP servers. The DHCP server
. . — receiving the request, will answer to the DHCP Relay with
Our design goal in the definition of the rules and opera- o . .
. : . ; a DHCP_Ack containing the IP configuration parameters. The
tions of the proposed architecture is to provide transgaren

N . ! - . configuration process is concluded when the DHCP Relay
communications between static nodes (using traditionegdvi " .

. ) . forwards theDHCP_Ack message to the initial nodé that
technologies) and mobile nodes (using ad hoc networki

technologies), employing mechanisms that run below the |I§now configured and can join the network. After joining the

layer. As discussed in the introduction, in this work we adr network, nodei may also t_urn.|tself |_nto a DHCP Re;lay fqr
; ] . . the DHCP server from which it received the IP configuration
two relevant issues: node self-configuration and globairht

connectivit parameters, letting other nodes to subsequently joiniagath
Y- hoc component. Finally, it is worth noting that it is not nedd
A. Ad Hoc Node Self-configuration any initialization procedure for the ad hoc network, beeaus

The main obstacle to use a DHCP server for seh‘-conﬁguratig)hne gateways are dlrec'_(ly connected to the wired LA.N and
n broadcast ®HCP_Discover message to locate available

of ad hoc nodes is that the DHCP server may be not reachalit . : .
- . . ervers. In this way, the first mobile node to enter the ad hoc
to the new node, due to mobility or channel impairments. n

addition, the ad hoc nodes may need multi-hop commu network may find at least one gateway capable of initiating

- X ;
cations to reach the DHCP server, but a unique addressthg llustrated configuration process.

necessary to execute ad hoc routing algorithms capable ofOur proposed node self-configuration mechanism is some-
establishing such communications. To solve these prohlerhsw similar to the one described in [15]. In that paper,
we assume that the DHCP servers are located only in the wiedpreliminary message handshake was used to discover a
part of the network, while in the ad hoc part of the network weeachable MANET node that could act as initiator of the
implement dynami®HCP Relayagents. These are special reeonfiguration process. On the contrary, in our solution the
lay nodes passing DHCP messages between DHCP clients auitiator node exploits the resources of the external wired
DCHP servers that are on different networks. As illustrated network to which the ad hoc component is connected, to
Figure 2, when a new mobile hashot yet configured attempts perform the IP address resolution.



B. Global Internet Connectivity IP longest-matching rules. More precisely, we split thgjioal
Our design goal is to support Intranet connectivity (i.eme T Subnet into two consecutive smaller subriéts;. /(L +1)

munications with nodes inside the same IP subnet) and IeterﬂndIPSU/(L+1)’ such as to havg that the union of these two
connectivity (i.e., communications with nodes of extertal sets is equal téPs/L. In the considered casI(P%L/(L—i-l):
networks) for the mobile nodes, without any configuration-Y-26-0/23 and IPsy/(L+1) = X.Y.98.0/23" Then, we
change in the pre-existing wired LAN. The assumption th%)nﬂgure all the gateways in such a way that they announce,
we take as starting point in our proposal is that the mobif rough the HNA messages, also th? connect!V|ty to these two
nodes are configured with an IP address belonging to tﬁ;ébnetworks. In this way, each mobile host will have, for any

same IP subnet of the wired LAN. This is achieved usin:%ost on the local wired LAN, a routing table entry with a
the mechanism described in Section V-A. ore specific network/mask than the one related to its vagele

In the following we will separately explain how the pro_interface. To better clarify this point, let us consider tiale

posed architecture ensures connectivity for outgoing and {\ls routing table.as shown in Table |. The entr&sQ,. and
coming traffic. 11 are the ones induced by the HNA messages arrived from

1) Connectivity for Outgoing Traffic.As outlined in Sec- GWL. The entryl0 i_s automatically s_et up l?y the operating
tion IV-A, the OLSR protocol builds the routing tables withSyStem when the wireless interface is configured with the IP

entries that specify the IP address of the next-hop neightpoa}ram_eters. However, when searchmg the routing tabl_e for
to contact to send a packet destined to either another hos tching theIPH_gddress, node N will found the routing
subnetwork. More precisely, to send a packet to a destimatid " y9 more specn‘pthan entrip. Qonsequently, the angest-
IP address, the mobile host searches for the longest IP préﬂQtCh criterion applied to the routing table lookup, wilsuét

in the routing table matching the destination IP address Tﬁl hode N ;:orrecttly forw:;]\rdlnég tﬁﬁ'c to gateway GW1 (i.e.,
matching routing table entry provides the next hop to seed t € nearest one) to reach node H.

packet. Since the gateways advertise0.0/0 as default route, TABLE |
all packets destined for IP addresses without a specifierout NODE N’S ROUTING TABLE.
on the ad hoc network, will be routed on a shortest-hop basis
to the nearest gateway and forwarded to the Internet. Haweve Entry destination next hop metric _ interface
using 0.0.0.0/0 as default route for outgoing packets, intro- "1 X.Y.97.51/32 X.Y.96.102 2 eth0
duces an inconsistency when a mobile host sends IP packets2 X.Y.96.102/32 0.0.0.0 1 eth0
to a wired host inside the LAN. To explain this problem _3 X.Y.98.44/32 0.0.0.0 1 eth0
4 X.Y.98.24/32 X.Y.98.44 2 eth0
5 X.Y.96.18/32  X.Y.96.102 3 eth0
6 192.168.111.1/24  X.Y.96.102 2 ethO
7 192.168.111.2/24  X.Y.96.102 3 ethO
<~ = 8 X.Y.96.0/23 X.Y.96.102 2 eth0
’F e 9 X.Y.98.0/23 X.Y.96.102 2 eth0
. o 10 X.Y.96.0/22 0.0.0.0 0 eth0
e 11 0.0.0.0/0 X.Y.96.102 2 ethO
e A . 12 127.0.0.0/8 127.0.0.1 0 10
X.¥.98.44/22 §
O @ — O The mechanism described above resolves any eventual IP
T \i = x:t.o0.2022 inconsistency that could occur in the mobile hosts, but iy ma
® cause problems for the gateways. In fact, being part of the

X.Y.97.151/22

ad hoc component, the gateways will receive HNA messages
Fig. 3. lllustrative network configuration. sent by other gateways, setting up the additional routirige=n

advertised in these messages. However, when a gateway wants
let us consider the simple network configuration depicted ta send packets to a wired host on the local wired LAN
Figure 3. For illustrative purposes we assume that the IRegub(e.g., node H), the routing table lookup will choose one of
of the extended LAN id§Ps/L= X.Y.96.0/22L. If the mobile these two entries, instead of the entry related to its wired
node N {Px = X.Y.97.151/22) wants to deliver packets tointerface (i.e.,.X.Y.96.0/22). The effect is that the IP packet
the wired node HIPy = X.Y.99.204/22), the routing table will loop among the GW nodes until the TTL expires, without
lookup on node N will indicate that the node H is connectggaching the correct destination H. To resolve this problem
to the same physical network of node N’s wireless interface/e statically add in each gateway two further routing estrie
This will result in a failed ARP request for tH®y; address. To in addition to the one related to the default route”.96.1.
resolve this inconsistency, we will exploit the propertiéshe These two additional entries have the same network/mask as

the two announced in the HNA messages, but with lower

10n the gateways’ wireless interfaces we set up private |Resdds to
save address space. In this way, the gateways are globatipabkle using the  2It is straightforward to observe that this operation is gisvéeasible, at
IP address on their wired interfaces. least for L < 32.



metric. Again, to better clarify the routing operationg, lss to that node only over multi-hop paths not traversing other
consider the illustrative example shown in Figure 3. In &bl gateway3. Thus, it is highly probable that the considered
we have reported the GW1's routing table. In this examplgateway is the default gateway selected by that ad hoc node. T
eth0 is the GWL1's wireless interface andhl is the GWL1's illustrate how the proposed mechanism works, let us conside
wired interface. When gateway GW1 wants to send packetsth® network in Figure 3. When a node on the wired local
node H, it will found two routing table entries matching th& AN (e.g., node H) wants to send packets to an ad hoc node
same number of bits of node H'’s IP address. These are &ntrge.g., node N), it assumes that the ad hoc node is on the
(derived from HNA messages received from GW2) and enteame physical network. Hence, node H checks its ARP table
11 (statically configured on the gateway). However, entty for IP-MAC mapping and, if it is not present, it sends an
has a lower metric than enty (i.e., metricO against metric ARP request. The gateway GW1 fulfills the previously defined
1). As a consequence, the packets destined to host H cancbaditions (i.e., node N’s IP address has an entry in the GW1’
correctly forwarded to the host H on the local wired LANouting table with a netmask5.255.255.255, which is related
through the GW1's wired interface. to its wireless interface), while GW2 does not. Conseqyentl
only GWL1 is allowed by the Proxy ARP server to answer with
an ARP reply. This ARP reply will insert the mapping [node
N’s IP address - MAC address of GW1's wired interface] into
the node H's ARP table. Thus, the packets sent from node H

TABLE I
GW1'SROUTING TABLE.

Entr destination next ho metric  interface ) . . :

Y £ to node N will be delivered to GW1, which will forward them
1 X.Y.96.102/32 0.0.0.0 1 ethO de N. On the other hand. node N will | de H
2 X.Y97.151/32  X.Y.96.102 2 eth0 to node N. On the other hand, node N will reply to node
3 X.Y.08.44/32 X.Y.96.18 3 oihl using GW1, as indicated by its routing table (see Table I).
4 X.Y.98.24/32 X.Y.96.18 2 ethl There are some network configurations where asymmetric
5 X.Y.96.18/32 0.0.0.0 1 ethl routing may occur, i.e., the forward path is different frome t
6 192.168.111.2/24  X.Y.96.18 1 etzl return path. For instance, let us consider the case in which
7 192'168‘1‘11'0/24 0.0.0.0 0 ctho node N is in radio visibility of two gateways GW1 and GW2.
8 X.Y.96.0/23 X.Y.96.18 1 ethl SR X ; :
9 X.v.98.0/23 X7V 9618 1 oihl In this situation, the OLSR routing algorithm will randomly
10 X.Y.96.0/23 0.0.00 0 othl select one of these gateways as default gateway for node N.
11 X.Y.98.0/23 0.0.0.0 0 ethl However, both gateways are allowed to send ARP replies for
12 X.Y.96.0/22 0.0.0.0 0 ethl ARP requests issued by node H for the node N's IP address.
ﬁ 8-8-8-8;8 ))((-}3//5966-118 ? ez’ﬁ In this case, the wired node H will update its ARP table using
B 157.0.0.0/8 5001 5 0 the information delivered in the last received ARP replyt Le

us assume that GWL1 is the default gateway for node N, but
GW?2 has sent the last ARP reply to node H. In this case, node
2) Connectivity for Incoming Traffic..A mechanism is H sends the traffic destined to node N to GW2, which routes it
required to ensure that the return traffic coming from hosts ¢o node N. On the other hand, node N sends packets destined
the local wired LAN or from the Internet (through the defaulto node H to GW1, which forwards them to node H. It is
LAN router, as shown in Figure 1), gets correctly routed timportant to note that asymmetric paths are not by themselve
the mobile hosts. Our basic idea is to introduce specific Proa problem. Indeed, both node N and H correctly receive and
ARP functionalities into each gateway, in such a way thaend their packets. In addition the asymmetric routing mccu
the gateways can hide the ad-hoc node identity on the wiredly in symmetric topologies. Thus, it is reasonable to amsu
physical network, which the gateways are connected to. , Thirsthis local environment, that both paths are charactdrine
all mobile nodes located in the ad hoc component will appesimilar delays.
to wired hosts as being one IP-hop away. Internally to the ad3) Mobility Support.: In general, solutions to support In-
hoc component, the ad hoc routing protocol will transpdyentternet connectivity for ad hoc networks, which are based on
provide the multi-hop connectivity and the mobility suppor gateways, experience TCP-session breaks when the default
This is somehow similar to what is implemented in theoute changes, depending on dynamics and mobility in the
LUNAR framework [5], in which the entire ad hoc networknetwork. To avoid that TCP sessions break, in [12] it was
appears as a single virtual Ethernet interface. proposed to replace default routes with explicit tunneling
In our proposed solution, a Proxy ARP server runs dsetween the mobile nodes and the gateways. However, this
the wired interfaces of each gateway. The Proxy ARP servesmplicates significantly the implementation and introgkic
periodically checks the gateway'’s routing table and ARRetabrelevant overheads. On the contrary, in our architectuee th
such as to publish the MAC address of the gateway’s wiredobility is supported in a transparent way for the higher
interface for each IP address having an entry in the routing
table with a netmask55.255.255.255, and the next hop on the 3it is worth reminding that gateways are always intercorgatsing their
gateway’s wireless interface. The former condition is fiedi Wired interfaces. Hence, a route to reach a mobile node @erse two
only by mobile hosts that have joined the ad hoc network. Tlﬁgéeways only if one of the link along the path is a wired liftk.this case

> ) ] g ‘the farthest gateway will have the next-hop routing entrytfiat mobile node
latter condition implies that the gateway can deliver teaffion its wired interface.



protocol layers. Indeed, the only effect of changing thexdkf =t VI A=
gateway for node N, is that the node N’'s outgoing traffic is
routed towards the new gateway (e.g., GW2), while the initia

gateway (e.g., GW1) continues to receive the incoming traffi Gk REbbhibr L6 P
and to forward it to node N. This results into asymmetric E o T :‘m = a 5 3
routing. However, this asymmetry can be easily removed ¥ . 1= I ) g
by using an advanced feature of the ARP protocol. More f fil e T___?
precisely, when GW2 becomes aware that the next hop for S oy

the node N switches from its wired interface to its wireless "TTY [ow :

interface, it generates@ratuitous ARFon the wired interface a x

for node N’s IP address. This will update the ARP table in all [ Shmetas

of the wired hosts that have an old entry for the node N's IP
address. which was mapped with the MAC address of GW1’§ig' 4. Trial scenario for testing Internet access using @nchetwork.
wired interface. This action restores a symmetric path ter t

active packet flows destined to and/or originated from node N
P g throughput of the number of wireless hops traversed in the ad

VI|. EXPERIMENTAL RESULTS hoc network to reach the gateway. During these tests all the
OLSR configuration parameters have been set up according

In particular, we have developed the software componelt£ the default values indicated in the RFC specification [7].

S .
. . . . igure 5 and Figure 6 show the UDP and TCP throughput,
described in Section V-B, concerning the support of lntem?egpectively ob%ained during a single experiment gag a

and Intranet connectivity for the ad hoc nodes. Currently, Yunction of the time and for different chain lengths. Severa

are completing the implementation of the modifications t(())bservations can be derived from the shown experimental

the DHCF.) Relay ageqts descrlped n Sectlon. V-A. For the?eesults. First, we can note that the maximum UDP throughput
reasons, in the following we will show experimental resultlg,S alwavs areater than the maximum TCP throuahout. for
measuring the network performance with mobility and Inétrn ys g ghput,

access, while we left for further work the testing of the perf every network configuration. This is obviously due to the

. .__additional overheads introduced by the TCP return traffic,
mance (such as address allocation latency and communmicatlq . ; o
. : which consists of TCP ACK packets. In addition, as expected,
overheads) of the proposed node self-configuration schem

In our test-beds we have usé8M R-50laptops withintel The longer the route, the lower is the peak throughput aekiev

; . by the session flow (both TCP and UDP). The figures show
Pro-Wireless 220@s integrated wireless card. We have alsgyso that, although the nodes are static, the throughpuitis n

used tlhge ?_hSE.U”'K" |r(;1pl)_l_emer|1(tat|or|1 ;Qr I__t;nu_x N VETSION stable, but both UDP and TCP flows could be in a stalled
E)I_ﬁf; d Elloc r?og;;aa?e c;r;%)éctir(;“\e/ia |Isé&1tﬁr; ai?ezs conditipn for_se\_/eral seconds. An ini_tial explanation ofsth
links, transmitting at the maximum rate dﬁ Mbps. To route instability is that_losses of routing control framef.nc

' : X " induce the loss of valid routes. Indeed, the routing control
generate the asymptotic UDP and TCP traffic during trﬁaames are broadcast frames, which are neither acknowdedge

; . 4 . .
experiments we used thigerf toof. More precisely, the iperf nor retransmitted, hence they are more vulnerable to amiks

server (termination of the traffic sessions) runs in a Staté%d channel errors than unicast frames. However, a careful
host in the wired LAN, while iperf clients (originators of X

irafi . h b h th bil d analysis of the routing log files has pointed out another
rafiic sess!ons) ave been set up on the moblle NOdes, tqant condition that contributes to the route instabiln
not otherwise specified, the packet size is constant in

the experiments and the transport layer payload is equaI%tIor static network. Indeed, we discovered that the OLSR
. . . . t | impl t imisti timati f th
1448 bytes. Differently from other studies [11], in which th 000! IMPIEMENtS :an over pessimistic estimation of the

network toboloay was onlv emulated by using tietables ink quality that may cause to consider as lost a link that
pology y y g WhS1abIeS s overloaded. More precisely, each node keeps updating a
feature of Linux, our experiments were conducted in rdalist

i . ink_quality value for each neighbor interface. Every time
Eﬁﬁgia:]réos, with hosts located at the ground floor of the Cl\f OLSR packet is logtink_quality— (1—a) - link quality’,

while every time an OLSR packet is correctly received
link_quality = (1—«) - link_quality + o, where then value is
i i the smoothing factor of the estimator. The OLSR specificatio
To measure the performance constraints in case of InterQgt ects as default configuration-0.5. This implies that the
access, we executed se_veral experiments in the teSt'l?ﬁz _quality value is halved after each OLSR packet loss. The
shown in Figure 4. The distances between the ad hoc no‘?zerﬁc_qualz‘ty parameter is used to estimate the link reliability,

were set up in such a way to form a 4-hop chain topology..rding to a procedure denoted Esk hysteresis[7].
with high-quality wireless links. The first set of experinien

was conducted to evaluate the Impact on the UDP and TCBTO identify the loss of an OLSR packet two mechanisms are :used

1) tracking the sequence numbers of the received OLSR packetg)
“http://dast.nlanr.net/Projects/lperf/. monitoring OLSR packet receptions during HELLO emission interval [7].

We have prototyped the core functionalities of our architese

A. Performance Constraints of Internet Access



TABLE Il
UDP THROUGHPUT IN ACHAIN NETWORK, WITH AND WITHOUT

6l i 1hop------ i ] HYSTERESIS
Pl 2 Eops :
3 hops :
° 4 hops C ubP
L HYST NO HYST
4r o 1 hop 6.124Mbps (804Kbps) | 6.363Mbps (393Kbps) +4%

Mbps

2 hops | 1.252Mbps G5Kbps) | 2.501Mbps G7Kbps) | +100%

i 3 hops 700.4Kbps (0Kbps) 1.306Mbps @7Kbps) +86%
D 4 hops 520.6Kbps (4Kbps) 1.141Mbps G6Kbps) | +119%

. | TABLE IV
166 150 TCP THROUGHPUT IN ACHAIN NETWORK, WITH AND WITHOUT
Time (sec) HYSTERESIS
Fig. 5. Throughput of a single UDP flow for different chain dgins. TCP
HYST NO HYST
1 hop 5.184Mbps @35Kbps) | 5.172Mbps @93Kbps) =
ol ] 2 hops | 956.1Kbps (123Kbps) | 1.517Mbps G7Kbps) | +58%
3 hops | 638.1Kbps (149Kbps) | 891.7Kbps (77Kbps) | +39%
5L ' C Thop - | ] 4 hops | 345.9Kbps @7Kbps) | 631.2Kbps (74Kbps) | +82%
2 hops |
3 hops -
4 4 hops 1
g |
= 37 . statistically correct results, we have replicated eacltesrpEent
, L 4 } five times. Tables Il and Table IV show the average and
2 o ; NI A standard deviation (in parenthesis) values of the measured
1HN Al 1 throughputs for the UDP and TCP case, respectively. From
b the results we observe that the throughput performances are
o Libu

significantly improved, with the improvement for &hop
chain reaching119% in the UDP case an®2% in the
TCP case. The study of routing table logs clearly indicates
Fig. 6. Throughput of a single TCP flow for different chain dés. that these throughput increases are due to an improvement
in the route stability with less frequent declarations wikli
drops due to erroneous estimations of links’ reliabilityid
More precisely, the value of thBnk_quality, is compared worth pointing out that this issue has not been identified in
with two thresholds, calleddY ST THRESHOLD_LOW previous experimental studies because either the mugti-ho
and HY ST . THRESHOLD_UP. When link_quality < communications where only emulated [12], or the channel was
HYSTTHRESHOLD_LOW, the link is considered as loaded with low-intensityping traffic [20].
pendingi.e., not established. A pending link is not completely In addition to the hysteresis process, the OLSR proto-
dropped because the link information is still updated fafol employs several other mechanisms, as the link sensing,
eachHELLO message received. However, a pending link iseighbor detection and topology discovery, which signifiba
not a valid link when computing routing tables. In additionaffect the route stability. Indeed, recent works [20], [2&le
a pending link can be considered again as established oinlyestigated how the setting of the classical OLSR routing
when link_quality > HYSTTHRESHOLD.UP. parameters may affect the network performances. However,
The OLSR  specification  suggests as  defaulhese works have specifically focused on the time required
configuration HY ST_THRESHOLD_LOW = 0.3 and for route recalculation after a link drop due to node mo-
HYST THRESHOLD UP = 0.8. According to these bility. On the contrary, to conclude this section we will
values and to the scaling factos even a perfect link (i.e., a analyze the impact of different OLSR parameter settings on
link with link_quality = 1) will be purged from the routing the performance limits of Internet access in static network
tables when two consecutive OLSR packets are lost. Wenfigurations. More precisely, each OLSR packet, and the
argue that the standard setting of the hysteresis parasneieformation it delivers, has a fixed validity time. For inste,
introduces a critical instability in the routing tables,chase the information provided in #IELLO message is considered
it is not infrequent to loose broadcast packets (as the OLSRIid for a NEIGHB.HOLD_TIME. This implies that a node
packets are) when the channel is overloaded. detects a link loss with a neighbor from the lack WELLO
To verify our claim we have carried out a second set ofiessages during BIEIGHBHOLD_TIME. A similar check
experiments in the same network configuration depicted im performed for theTC messages, whose validity time is
Figure 4, disabling the OLSR hysteresis process. To provii®P_.HOLD_TIME, and for theHNA messages, whose validity

0 100
Time (sec)



time is HNALHOLD_TIME. A possible strategy to avoid thatthan doubled the measured throughputs) by properly setting
links and routes are dropped from the routing tables becauibe OLSR parameters such as to improve route stability.

the related information has not been refreshed within the . ) -

corresponding timeout, is to increase the frequency usedBo Performance Constraints with Mobility

generate OLSR packets. This may increase the probabifity test the mobility support in a multi-homed network configu
that at least one new OLSR packet is received before itstion we considered the network layout illustrated in Fegu.
validity time expires. The drawback of this approach is that In our experiments, node MN2 alternates between position P1
more frequent the OLSR protocol generates control messagasd position P2. More precisely, it starts in position P1ereh

the higher is the routing overheads. To quantify the tradiedis in radio visibility of node MN1. After50 seconds it moves
off between routing overhead increases and route stability position P2, where it is in radio visibility of node MN3.
improvements, and how this impacts network performance, Wae time needed for moving from P1 to P2 348 seconds.
have carried out a set of experiments in a 3-hop chain using thfter other50 seconds, host MN2 goes back to position P1.
OLSR parameter settings shown in Table V. As listed in thEhis mobility patterns is periodically repeated throughthe
table, we compare the default parameter setting with déshbkest. TheHNA messages from GW1 and GW2 form default
hysteresis get]) with the cases in which the frequency ofoutes to the external network on a short-hop basis. Hence,
OLSR packet generations is two timese( and four times while connected to MN1, the node MN2 uses GW1 as default
(set3 higher, while the validity times are kept constant. gateway. On the contrary, when connected to node MN3, the
routes are recalculated and MN2 uses GW2 as default gateway.
The new default gateway GW?2 will also begin to act as Proxy
ARP for the mobile node. The return traffic will be consistgnt
routed through the new gateway as soon as either a new ARP

TABLE V
OLSRPARAMETER CONFIGURATIONS

35&%@3\215) Segl Seltz Os.gt?' dEfzu“ request for the MN2's IP address is iss_ued by the exterr_1a|
NEIGHRE HOLD_TIME(s) 6 6 6 6 host, or the gateway GW?2 sends a Gratuitous ARP; otherwise
TC.INTERVALS) 5 95 1.95 5 it will continue to arrive at the GW1 (see Section V-B.3 for
TOPHOLD_TIME(S) 15 15 15 15 the details).
HNALINTERVAL(S) 5 25 1.25 5
HNAHOII_D_TIME(S) 15 15 15 15 R R mwg@__mﬁm‘ i
Hysteresis no no no yes @
. n wa . j)
. S " 'I ;%vlvk%ézalnﬁ g ﬂgz
TABLE VI LR =2 T b
UDP AND TCP THROUGHPUTS IN A3-HOP CHAIN NETWORK FOR g B — — | J :
DIFFERENTOLSR FARAMETER SETTINGS. " fify 1 ___f ;
{ .\ - ] | |7
Parameter Setting UDP TCP L le ] ‘T‘T—l—‘"_*_ &
default 700.4Kbps ©0Kbps) | 638.1Kbps (149Kbps) li4r 1 ‘._.’ A i
setl 1.306Mbps @7Kbps) | 838.5Kbps (7T9Kbps) L \‘J{I)—————————{}s ————— {ID
set2 1.605Mbps (76Kbps) | 1.020Mbps (LO5Kbps) ng] ]
set3 1.84Mbps (106Kbps) | 1.306Mbps G6Kbps)

Fig. 7. Trial scenario for testing mobility support.

The experimental results obtained by replicating five times Figure 8 shows the TCP throughput achieved by MN2
the throughout measurements for UDP and TCP traffic adering a mobility test. We compare these results against the
listed in Table VI, in which the average throughput and itdroughput measured when node MN2 is fixed in position P1.
standard deviation (in parenthesis) are reported. The sholduring both experiments, the hysteresis process was digabl
results indicate that increasing the frequency the OLSRetac and the other OLSR parameters were set up according to
are generated by a factor of four, and maintaining the defatile default values indicated in the RFC specification [7]e Th
validity times, it is possible to improve the average thioogt shown results confirm that the TCP session does not break
of 40% in the UDP case, and 66% in the TCP case. We havewhen node moves. The major effect of node mobility is to
analyzed the routing table logs generated during the tdgald introduce holes in the TCP traffic due to the time needed
again we have observed that the throughput increases are wueecalculate the new routes to reach the default gateway.
to an improvement in route stability. On the other hand, tHa the considered case of "soft” handoff, i.e., the mobile
increase of routing overheads has a negligible impact on thedes is in radio visibility of both node MN1 and node MN3
throughput performance. when changing position, we measured up2tbseconds for

In summary, our experimental study indicates that thecomputing a consistent routing table in node MN2. It is
network performance of Internet access in static configamat worth noting that in similar experiments conducted in [11],
can be significantly enhanced (in some cases we have mtre throughput of mobile node was approximat&dys lower



when mobile node changed position. This was expected léis work was partially funded by the Italian Ministry for

cause the TCP-session continuity was ensured at the dadtication and Scientific Research (MIUR) in the framework
of using IP tunneling that introduces significant additionaf the FIRB-VICOM project, and by the Information Society
overheads. On the contrary our solution is very efficient affi@chnologies program of the European Commission under the

lightweight, because it operates directly at the data layet.

35 mobility —— (1
3 static
Pl P2 P1 P2 P1 ]
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100 150 200 250 300
Time (sec) (6]

Fig. 8. Throughput of a single TCP flow with node mobility. 7]

VIl. CONCLUDING REMARKS 8]

In this paper, we have presented a practical architecture
to logically extend traditional wired LANs using multi-hop [g]
ad hoc networking technologies. Our proposed architecture
provides ad hoc node self-configuration and both Intrandt aﬂo]
Internet connectivity in a way that is transparent to theedir
nodes, i.e., without requiring changes in the pre-existirgd
LAN. In addition, by locating our architecture below the 1A1]
level, we have designed a lightweight and efficient ad hoc
support framework, which is easy to be implemented artk]
introduces minimal overheads.

We have prototyped the proposed architecture to test jis
functionalities. The shown experimental results indisdtet:
i) the network performance of Internet access in static config

IST-2001-38113 MobileMAN project.
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